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#### Abstract

Women in science, technology, engineering, and math are not equally represented across tenure-track career stages, and this extends to grant funding, where women applicants often have lower success rates compared with men. While gender bias in reviewers has been documented, it is currently unknown whether written language in grant applications varies predictably with gender to elicit bias against women. Here we analyse the text of $\sim 2000$ public research summaries from the 2016 Natural Sciences and Engineering Research Council (NSERC) individual Discovery Grant (DG) program. We explore the relationship between language variables, inferred gender and career stage, and funding levels. We also analyse aggregated data from the 2012-2018 NSERC DG competitions to determine whether gender impacted the probability of receiving a grant for early-career researchers. We document a marginally significant gender difference in funding levels for successful grants, with women receiving $\$ 1756$ less than men, and a large and significant difference in rejection rates among early-career applicants (women: $40.4 \%$ rejection; men: $33.0 \%$ rejection rate). Language variables had little ability to predict gender or funding level using predictive modelling. Our results indicate that NSERC funding levels and success rates differ between men and women, but we find no evidence that gendered language use affected funding outcomes.
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## Introduction

Women in science face additional barriers to success that are rooted in historical biases (Wellenreuther and Otto 2016), which remain widespread despite over a decade of policies aimed at increasing female participation in science, technology, engineering, and math (STEM) fields (Larivière et al. 2013). While higher levels of gender parity have been achieved at earlier STEM career stages (e.g., graduate school, post-doctoral fellowships) (National Science Foundation and National Center for Science and Engineering Statistics 2018), there are still fewer women at senior levels (Larivière et al. 2013). This pattern has been described as the "glass obstacle course", a metaphor for the unequal gendered processes at work in women's careers in STEM fields (De Welde and Laursen 2011).

Gender diversity contributes to a diversity of perspectives, which can benefit scientific discovery by generating novel research questions and methods and facilitating wider application of research findings (Schiebinger et al. 2011-2018). The untapped potential of fully trained and credentialed female scientists limits advances in basic and applied research, and these limitations represent an
important economic loss due to delayed improvements in technology, healthcare, and education (National Research Council 2010).

One obstacle that may face women scientists, particularly early in their careers, is a gender difference during grant review. For example, a meta-analysis conducted by Bornmann et al. (2007) reported that among grant applicants, men had $7 \%$ greater odds of being awarded funding than women. These gender differences in funding success could be related to various factors affecting the grant review process, including structural biases related to how academic scientific institutions function (e.g., there are more men in decision-making roles); gender biases (Kaatz et al. 2014), either explicit (e.g., conscious bias) or implicit (e.g., unconscious bias); and (or) differences in field, career, stage, or scientific productivity (e.g., Symonds et al. (2006) found that women had fewer papers early in their careers, but publication trajectories rose at a similar rate per year and citations per paper were higher for women). We set out to determine whether gender differences in scientific funding exist in Canada and whether language use in scientific grant proposals is associated with gender and funding level.

Written gendered language differences (e.g., written language characteristics associated with a particular sex or social gender) have been documented in nonscientific (Newman et al. 2008) and scientific contexts (Tse and Hyland 2008). For example, in reflective writing (e.g., narrative essays), female medical students used more words related to positive emotions than male students, and male medical students wrote longer documents compared with female students (Lin et al. 2016). It is currently unknown if differences in gendered language use in scientific grant writing exist, and no direct investigation of language use and gender for senior-level funding applications in STEM has been conducted. If a clear signature of gendered language use is detected and is related to funding differences between male and female researchers, steps can be taken to empower researchers with this knowledge and (or) to instruct reviewers to be careful about implicit bias being triggered by word choice. Conversely, if no differences are found then bias is unlikely to be triggered by linguistic associations with gender.

Here we investigate gender, career stage, and language use in publicly available summaries of individual Discovery Grant (DG) research proposals that were successfully funded in the 2016 awards competition by the Natural Sciences and Engineering Research Council (NSERC). NSERC funds research programs, not specific research projects, and DGs are the main source of general research funds for Canadian academics in the natural sciences and engineering. Principle investigators can only hold one DG at any point in time, and this program is important for sustaining research programs for Canadian scientists. Funding decisions and amounts are based on scores on: ( $i$ ) excellence of the researcher, (ii) merit of the proposal, and (iii) training of highly qualified personnel and proposed budgets do not generally affect funding amounts, unless unjustified or underestimated (NSERC 2018). We use aggregated data supplied by NSERC from the 2012-2018 DG cycles to investigate the impact of gender on grant success and award levels for early-career researchers (ECRs, defined by NSERC as within three years of their first academic appointment). We then use all of the DG public summaries from 2016, as well as information about award values, to investigate the impact of language on grant funding.

Specifically, we use these data to address the following four questions:

1. Are gender and career stage associated with NSERC award value?
2. Do gender differences exist in language use within NSERC public summaries?
3. How does NSERC award value relate to language use, gender, and career stage?
4. What factors, including language use, predict career stage?

## Materials and methods

The data used in this study are publicly available or are obtainable from NSERC in summary form, so no research ethics board approval was required (Article 2.2 of CIHR, NSERC, and SSHRC 2014).

## Data and analysis of NSERC funding success and award levels

We requested funding data from NSERC, who provided aggregated data summarizing the total numbers of applicants and funded grants (Table 1). Because of an observed gender difference in funding success for ECRs in 2016, we asked for further data on ECR success rates from the 2012-2018 DG grant cycles, broken down by gender and by selection committee (Table 2). For this data, gender was self-reported by the grant applicants to NSERC ( $81.2 \%$ response rate in 2016; $80.3 \%$ response rate for ECRs in 2012-2018). Results that refer to the aggregated data in Tables 1 and 2 use NSERC's definition of ECR, with ECR status and gender self-reported to NSERC.

## Data collection for linguistic data

Using R (version 3.3.3; R Core Team 2017) within the RStudio environment (RStudio Team 2016) and custom scripts, we collected all researcher data and NSERC public summaries $(n=2094)$ for the 2016 DG Competition from the NSERC database (nserc-crsng.gc.ca/ase-oro/index_eng.asp, accessed 24 August 2017). We analyzed NSERC grants designated as "RGPIN" (research grant program to individuals) for the 12 main disciplines (i.e., "selection committee" as listed in Table 2).

Table 1. Number of applications and awards in the NSERC (2016) Discovery Grant cycle.

|  | All researchers | Early-career researchers |
| :--- | :---: | :---: |
| Number of applications |  |  |
| Female | $567(17.8 \%)$ | $106(21.3 \%)$ |
| Male | $2023(63.4 \%)$ | $274(55.0 \%)$ |
| Not indicated | $601(18.8 \%)$ | $118(23.7 \%)$ |
| Total | 3191 | 498 |
| Number of awards | $366(17.3 \%)$ | $74(19.9 \%)$ |
| Female | $1365(64.5 \%)$ | $208(55.9 \%)$ |
| Male | $384(18.2 \%)$ | $90(24.2 \%)$ |
| Not indicated | 2115 | 372 |
| Total | $\$ 32342$ | $\$ 26366$ |
| Award amount | $\$ 33954$ | $\$ 27191$ |
| Female | $\$ 31092$ | $\$ 26011$ |
| Male | $\$ 33155$ | $\$ 26741$ |
| Not indicated |  |  |
| Total |  |  |

Note: Includes Discovery and Subatomic Physics Individual and Team Grants, which were excluded from our analyses. Here, "Female"/"Male"/"Not indicated" or "Early-career" (within three years of securing an academic job) were self-reported to NSERC during the grant application stage, with exact numbers obtained directly from NSERC. NSERC, Natural Sciences and Engineering Research Council.

Table 2. NSERC selection committee codes and aggregated count data on early-career researcher applicants for Discovery Grant competitions in 2012-2018.

| Selection committee | Awarded | Not awarded | Total |
| :---: | :---: | :---: | :---: |
| All early-career researchers |  |  |  |
| Female | 520 | 352 | 872 |
| Male | 1334 | 656 | 1990 |
| Not indicated | 492 | 210 | 702 |
| 1501: Genes, Cells, and Molecules |  |  |  |
| Female | 74 | 71 | 145 |
| Male | 224 | 130 | 354 |
| Not indicated | 44 | 17 | 61 |
| 1502: Biological Systems and Functions |  |  |  |
| Female | 121 | 118 | 239 |
| Male | 202 | 96 | 298 |
| Not indicated | 43 | 32 | 75 |
| 1503: Evolution and Ecology |  |  |  |
| Female | 40 | 35 | 75 |
| Male | 53 | 42 | 95 |
| Not indicated | 36 | 14 | 50 |
| 1504: Chemistry |  |  |  |
| Female | 20 | 15 | 35 |
| Male | 58 | 36 | 94 |
| Not indicated | 22 | 6 | 28 |
| 1505: Physics |  |  |  |
| Female | 27 | 10 | 37 |
| Male | 78 | 27 | 105 |
| Not indicated | 44 | 9 | 53 |
| 1506: Geosciences |  |  |  |
| Female | 41 | 22 | 63 |
| Male | 64 | 44 | 108 |
| Not indicated | 43 | 26 | 69 |
| 1507: Computer Science |  |  |  |
| Female | 28 | 12 | 40 |
| Male | 121 | 61 | 182 |
| Not indicated | 62 | 29 | 91 |
| 1508: Mathematics and Statistics |  |  |  |
| Female | 36 | 16 | 52 |
| Male | 103 | 44 | 147 |
| Not indicated | 55 | 18 | 73 |
|  |  |  | nued) |

Table 2. (concluded)

| Selection committee | Awarded | Not awarded | Total |
| :--- | :---: | :---: | :---: |
| 1509: Civil, Industrial, and Systems Engineering |  |  |  |
| Female | 58 | 23 | 81 |
| Male | 154 | 51 | 205 |
| Not indicated | 53 | 21 | 74 |
| 1510: Electrical and Computer Engineering |  |  |  |
| Female | 22 | 6 | 28 |
| Male | 89 | 10 | 128 |
| Not indicated | 31 |  | 41 |
| 1511: Materials and Chemical Engineering | 32 | 47 | 47 |
| Female | 35 | 9 | 29 |
| Male | 20 |  |  |
| Not indicated |  | 9 | 49 |
| 1512: Mechanical Engineering | 21 | 19 | 30 |
| Female | 113 | 39 |  |
| Male |  |  | 162 |
| Not indicated |  |  | 58 |

Note: Gender (male, female, not indicated) was self-reported by applicants to NSERC, and "early-career researcher" was determined by NSERC. NSERC, Natural Sciences and Engineering Research Council.

Subatomic physics (individual and team grants) has different program designations and was not included in our analyses, reducing the number of awards to $n=2021$ awardees.

We focussed our analysis on English public summaries ( $n=1959$ ), because the sample size for French public summaries was too small for an independent analysis ( $n=62$ ). Public summaries are limited in length by an online text box and English summaries were nearly 400 words in length ( $384.23 \pm 1.6$ words). In total, we analyzed 752734 words across 1959 public summaries. Only the summaries and not the full grant proposals are publicly accessible; therefore, our linguistic analysis was limited to this portion of the grant application. Nevertheless, the public summaries form an important portion of the grant application, appearing on the first page of the proposal received by both the reviewers and the grant panel and serving as an abstract of the grant.

For each public summary, the gender of the author was inferred using the name association R package "gender" (Mullen 2015), which determines gender based on historical data sets of name use by gender, reporting the probability that a name is associated with a male (score of 1 ) or female (score of 0 ) individual. In cases where researcher gender was not strongly inferred (name not in the "gender" database or associated with gender probabilities between 0.2 and 0.8 ), we checked researcher websites and institutional news articles for identifying information (e.g., personal pronouns). We acknowledge that this method is subject to error and may not match each researcher's self-identified gender (including nonbinary genders), except as captured by their current name choice, and report our results in an aggregate form only.

To determine career stage of each author, we requested information on year-of-first-grant for the successful 2016 DG cohort from the granting agency, but the request was declined citing logistical constraints. We thus inferred the career stage of each individual researcher by searching all years of data available in the NSERC online database (1991-2016; accessed 4 March 2018) for grants given to a researcher by the name and institution used in 2016. We calculated the number of years since researchers received their first listed NSERC DG as a discrete measure of career stage (range: $0-25$ years). Our estimate of career stage was bounded by 25 years since the earliest date in the NSERC database was 1991, which may underestimate career stage for senior researchers. Researcher names and institutions were used jointly to limit misassignments of grants to different individuals with the same name, but we recognize that career stage is underestimated in cases where researchers change their name or institution, both within Canada and internationally. Our results using the individual data from the 2016 DG cycle (including all linguistic analyses) use inferred gender and inferred career stage (years since first NSERC DG at the same institution).

## Generation of language variables

We used Language Inquiry and Word Count (LIWC) software (Pennebaker et al. 2015) to analyze the public summaries and generate language variables. LIWC software is widely used in the social sciences and has been parameterized across many different genres of writing, including scientific journal articles (Pennebaker et al. 2007), with the current version capturing, on average, over $86 \%$ of the words used in written text and speech (Pennebaker et al. 2015). Studies using LIWC have successfully detected gender differences in language in emails, narrative essays, and text excerpts from psychological studies (Newman et al. 2008; Cheng et al. 2011; Lin et al. 2016). LIWC is comprised of a large dictionary of words and compares inputted written text to its dictionary to generate scores for $n=92$ language variables including word count, words per sentence, 86 traditional variables (e.g., content and style words), and four summary variables that are described below (Pennebaker et al. 2015).

Traditional LIWC variables include content and style words, and scores are expressed as a percentage of the total words used within the text provided. Content words generally include nouns, regular verbs, adjectives, and adverbs, whereas style words include pronouns, prepositions, articles, conjunctions, and auxiliary verbs. A broad distinction between the two word groups is that content words reflect what is being said, whereas style words reflect how people are communicating (Tausczik and Pennebaker 2010). The four summary variables included are Analytic thinking, Clout, Authenticity, and Emotional tone. Analytic thinking refers to the degree of formal, logical, or hierarchical thinking patterns in text. Clout scores writing that is authoritative, confident, and exhibits leadership. Authenticity refers to writing that is personal and honest. Finally, Emotional tone is scored such that higher numbers are more positive and lower numbers are more negative. These four summary variables are research-based composites that have been converted to 100 -point scales, where $0=$ very low along the dimension and $100=$ very high (Pennebaker et al. 2015). Before data analysis, language variables ( $n=92$ ) were tested and removed if they exhibited near-zero variance (Kuhn 2017), leaving $n=74$ language variables used in reported analyses.

## Statistical analysis of award data

To investigate the magnitude of the gendered funding gap in the 2016 DG cohort we used a linear mixed-effects model relating award value to inferred gender and career stage. Gender and career stage were treated as fixed effects, whereas selection committee (i.e., discipline) was treated as a random effect to control for discipline-specific differences in average award value. Throughout, we used the Kenward-Roger adjustment for the degrees of freedom in the mixed-effects models.


Fig. 1. The percentage of grants that remained unfunded was significantly lower from early-career male applicants (see Table 1 for selection committees and count data). Asterisks indicate a significant difference in the proportion unfunded between male and female awardees ( $\chi^{2}$ test: *, $p<0.05$; ***, $p<0.001$; ****, $p<0.0001$ ). Natural Sciences and Engineering Research Council's (NSERC) definition of early-career researcher has changed over this time period but has consistently required applicants to be within the first few years of their appointments. Some applicants may have applied and been evaluated in multiple years (these cases could not be distinguished in the summary data provided by NSERC). Gender was self-identified to NSERC; 19.7\% of the applicants chose not to specify their gender (data not analyzed).

To determine if funded versus not-funded outcomes depended on gender, we performed Pearson's $\chi^{2}$ tests on the total data and for each selection committee separately, based on the aggregated data from 2012 to 2016 (Fig. 1). We also performed a Mantel-Haenszel $\chi^{2}$ test, which accounts for variation among selection committees and tests the null hypothesis of a common odds ratio of one (female and male researchers equally likely to be funded). Odds ratios were calculated using the R package "samplesizeCMH" in R version 3.4.3.

## Statistical analysis of linguistic data

We used a principal component analysis (PCA) based on covariances to visualize the linguistic data and used a permutational multivariate analysis of variance using distance matrices (PERMANOVA) from the R package "vegan" (Oksanen et al. 2017) to examine whether gender explains differences in multivariate LIWC variables. To determine how many axes were meaningful, we compared the observed eigenvalues to a broken-stick random expectation; axes in which the observed eigenvalue was greater than randomly generated expected eigenvalues were considered meaningful. The broken-stick model has been shown to yield more consistent results compared to other stopping methods (Jackson 1993). Our comparison identified the first seven principal component (PC) axes as more informative than expected, explaining $40 \%$ of the variance in the data.

We used language variables with machine-learning techniques and random-forest predictors-a model averaging approach-to train and test classification and regression models using the R package "caret" (Kuhn 2017). The data were randomly subdivided into a training data set (75\%) and a testing data set (25\%). To address our imbalanced gender data and avoid classification models that always predict the most common class (men), we up-sampled women in our training data to an equivalent sample size of men (i.e., adding women by randomly sampling them from the training data set with replacement). The trained model was then applied to the testing data set, with its original unbalanced gender composition. We used one classification model with gender as a binary response variable and two regression models with career stage and award value as continuous response variables. We conducted mixed-effects models on variables that explained the most variance in
our random-forest models, accounting for selection committee and gender (as appropriate) and controlling for multiple comparisons using a Bonferroni correction.

In addition to the presented results, we conducted analyses on data sets with reduced language variables to assess the robustness of our results, either using only the first seven PC axes or restricting the language variables to those exhibiting a standard deviation $>1$ (see Supplementary Material 1). We found no major differences in model performance compared with the broad language data set analysed here.

## Results

## 1) Are gender and career stage associated with NSERC award value?

We used the aggregated data from NSERC for the 2016 DG cycle to determine differences in success rate by gender (Table 1). Overall, the success rates for applicants who self-identified as male and female were $64.6 \%$ and $67.5 \%$, respectively, amounting to a higher success rate for men relative to women by a factor of 1.045 (Table 1). The average grant size was $\$ 33155$ (NSERC 2016), with men receiving a factor of 1.050 more funding relative to women (Table 1).

Analysing the individual data from the 2016 DG cycle, we inferred that $21.4 \%$ of awardees were women and $78.6 \%$ men, consistent with the aggregated data from 2016 (Table 1; 21.1\% women and $78.9 \%$ men among those who self-reported gender) and from previous years (table 4.1 in NSERC 2017). The proportion of female awardees within each selection committee ranged from $\sim 10 \%$ in the physical sciences, engineering, and mathematics to $\sim 30 \%$ in life and Earth sciences (Fig. S1). We inferred that $36 \%$ of researchers received their first DG award in the 2016 competition, which is likely an overestimate given name and institutional changes. Indeed, this estimate is substantially higher than the $15.0 \%$ of awardees reported to be ECRs (Table 1), although a similar fraction of awardees were "Established Researchers Not Holding a Grant" (table 2 in NSERC 2016), who would also contribute to the number of awardees receiving a DG for the first time. Nevertheless, we caution that our measure of career stage, as inferred here, only reflects estimated time since first receiving an NSERC DG and is biased downwards by name and institutional changes.

Analysing the individual data for 2016 DG awardees, the average annual grant was $\$ 34375$ ( $\pm 623 \mathrm{SE}$ ) for women and $\$ 36264( \pm 384 \mathrm{SE})$ for men. Only career stage significantly affected differences in amount of funding awarded $\left(F_{[1,1946.2]}=66.50, p<0.0001\right)$, with a marginally significant effect of gender $\left(F_{[1,1945.3]}=2.89, p=0.089\right)$, and no significant interaction between the two variables $\left(F_{[1,1944.6]}=0.02, p=0.902\right)$ (Table 3). Keeping in mind the caveat of our measure of career stage,

Table 3. Summary statistics from linear mixed-effects models investigating the effects of gender and career stage on award value.

| Variable | All researchers ( $n=1959$ ) |  |  |  | Awarded first Natural Sciences and Engineering Research Council Discovery Grant in $2016(n=710)$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Estimate [95\% CI] | SE | df | p | Estimate [95\% CI] | SE | df | $p$ |
| Gender | 1756.2 [-267.2, 3779.5] | 1032.3 | 1 | 0.089 | 1620.2 [-42.5, 3282.8] | 848.3 | 1 | 0.057 |
| Career stage | 386.4 [221.8, 551.0] | 84.0 | 1 | <0.0001 | - | - | - | - |
| Gender $\times$ career stage | -11.40 [-192.7, 169.9] | 93.48 | 1 | 0.902 | - | - | - | - |

Note: Estimates for gender are reported as the funding level for male awardees minus that to female awardees. Estimates for career stage are reported as the increase in funding level with each additional year since an applicant's first award (see Methods for caveats).
the main effect of career stage amounted to an average $\$ 386$ ( $\pm 83.97 \mathrm{SE}$ ) increase in award value for every one-year increase in years since first DG award. Although only marginally significant, the gender difference in award amount, accounting for career stage and selection committee, was $\$ 1756$ ( $\pm 1032$ SE).

Obtaining funding as an assistant professor is an important step in establishing an academic scientific career. Among the inferred first-time recipients, a strong male bias was also found in the 2016 cohort; $77 \%$ of the first-time recipients were men and $23 \%$ women. Inferred first-time recipients who were men also received a higher average award of $\$ 31965$ ( $\pm 469 \mathrm{SE}$ ), compared to $\$ 30257$ ( $\pm 587 \mathrm{SE}$ ) for women. The gender bias in funding level for researchers inferred to have received their first NSERC DG in 2016 was again only marginally significant ( $F_{[1,699.3]}=3.65, \mathrm{df}=1, p=0.057$ ) (Table 3). Specifically, the gender difference in award amount among inferred first-time recipients, controlling for selection committee, was $\$ 1620$ ( $\pm 848 \mathrm{SE}$ ), a roughly $5 \%$ higher award amount for male applicants relative to female applicants.

An even larger discrepancy exists when considering gender differences in the proportion of ECRs who were funded versus unfunded. Figure 12 in NSERC's (2016) annual summary suggested higher rejection rate for female ECRs relative to male ECRs. To investigate further, we requested data on summary outcomes for early-career applicants by gender and by selection committee from the 2012-2018 DG grant cycles (Table 2). These data were received in aggregated form and included ECR status and gender as self-reported to NSERC. Applications from female ECRs were rejected $40.4 \%$ of the time (352/872) compared to only $33.0 \%$ time for male ECRs ( $33.0 \% ; 656 / 1990$ ), a significant result with females being rejected 1.225 times more often ( $p=0.00016$ Pearson's $\chi^{2}$ test), which remains significant when accounting for selection committee ( $p=0.0033$ Mantel-Haenszel $\chi^{2}$ test). Figure 1 indicates that the gender disparity is particularly high in two of the selection committees (1501: Genes, Cells, and Molecules; 1502: Biological Systems and Functions).

## 2) Do gender differences exist in language use within NSERC public summaries?

We first performed a PCA on the linguistic data to focus on the main axes of variation among the multiple language variables measured by LIWC $(n=74)$. The variables with the largest loadings for PC1 were total pronouns, function words, dictionary words, the time orientation category "present focus", and regular verbs all having negative loadings. The main loading variables for PC2 were Clout, first person plural, affiliation, and social words having positive loadings and affect words having a negative loading. Because of the large sample size of our data set, we observed a significant effect of gender on the first two PC axes ( $F_{[1,1957]}=4.86, p=0.001$ ), with women tending to score higher on PC2 (Fig. 2). Nevertheless, gender explained little of the variability in language variables ( $R^{2}=0.002$ ).

To investigate whether variation in language use could accurately predict author gender, we used a random-forest classification model using language variables to predict gender of award recipients, including selection committee as a covariate. Predictive model accuracy was lower than the no-information rate (NIR) (accuracy $=0.77, \mathrm{NIR}=0.79$ ), and the random forest classification had a poor ability to correctly classify women (sensitivity $=0.06$ ), despite up-sampling women to equal the sample size of men during model training, but a good ability to correctly classify men (specificity $=0.97$ ). Precision, or a measure of classifier exactness, was 0.30 , indicating a moderate false-positive rate. Cohen's kappa, a measure of classification accuracy normalized by the imbalance of the gender classes in the data, was 0.03 , indicating a weak predictive ability. We confirmed our main results on predictive ability using another classification method (linear discriminant analysis also performed poorly: Cohen's kappa $=0.11$ ).


Fig. 2. Principal component (PC) ordination plot of the first two axes with ellipses around $95 \%$ confidence levels. PC1 explains $11.2 \%$ of the variation in language variables, while PC2 explains $6.9 \%$. The next five PC axes explained between $5.5 \%$ and $3.5 \%$ of the variation in language variables.

Among the linguistic variables, "conjunctions" was the most important variable in our random-forest model with the highest predictive ability, explaining $\sim 15 \%$ of the variation ascribed to gender. Considering the variable on its own, women had a significantly higher mean conjunction score than men in a mixed-effect model controlling for selection committee (women $=6.42$, men $=6.00$; $F_{[1,1955.2]}=19.72, p<0.0001$, which is less than the Bonferroni corrected $\alpha=0.00068$ having considered 74 language variables). Conjunctions (e.g., "and", "also", "but", "though", "whereas") are style words that reflect how people are communicating. Funding amount did not vary with conjunction score, controlling for gender and selection committee in a mixed-effects model $\left(F_{[1,1949.8]}=0.267\right.$, $\mathrm{df}=1, p=0.605$ ).

## 3) How does NSERC award value relate to language use, gender, and career stage?

We were also interested in testing whether language variables, gender, and career stage were predictors of award value. Although language use did not predictably vary by gender, we investigated whether certain writing styles or word use accurately predicted funding level, when accounting for career stage. To account for variation in award value among disciplines, we first scaled award value by the average award within each selection committee. We then used a random-forest regression model to assess the effects of language variables, career stage, and gender on scaled award value. A random-forest regression model using the testing data set had the same low $R^{2}$ of 0.03 as the training data set, indicating a poor predictive ability, with a marginally higher root-mean-square error (RSME; testing: 14 495; training: 12 970) and mean absolute error (MAE; testing: 9920; training: 9374). Career stage was the most important predictor, explaining $\sim 9 \%$ of the variation in scaled award value. Of the linguistic variables, "total pronouns" was the most important, explaining $\sim 6 \%$ of the variation in scaled award value. Considering this linguistic variable on its own, "total pronouns" was not a significant predictor of award value, controlling for selection committee and gender, once adjusting for multiple comparisons ( $F_{[1,1946.2]}=8.70, p=0.003$, which is much greater than the Bonferroni corrected $\alpha=0.00068$ having considered 74 language variables). Pronouns include personal pronouns (e.g., "I", "we", "us", "you", "she", "him", "her", "they") and impersonal pronouns (e.g., "it", "its", "those").

## 4) What factors, including language use, predict career stage?

Finally, we tested whether language variables could be used to predict career stage, for example, whether writing style, word use, or tone predictably changed with continued grant writing experience, treating gender and selection committee as covariates. A random-forest regression model using the testing data set had a slightly higher, but still low, $R^{2}$ (testing: 0.07 ; training: 0.05 ), with similar RSME (testing: 0.96; training: 0.98 ) and MAE (testing: 0.83 ; training: 0.84 ). The "Genes, Cells, and Molecules" selection committee emerged as the most important predictor variable, explaining $\sim 6 \%$ of the variation in career stage of the 2016 awardees. According to our measure of career stage, more awardees had their first recorded DG award in 2016 in this selection committee ( $47 \%$ ) compared with the total across all selection committees (36\%). Among the linguistic variables, "tentative" was the most important predictor of career stage, explaining $\sim 5 \%$ of the variation. Considering the language variable "tentative" on its own, tentative scores increased with career stage, accounting for selection committee and gender as random effects, but this was only marginally significant after correcting for multiple comparisons $\left(F_{[1,1921.1]}=11.09, p<0.0009\right.$, which is slightly greater than the Bonferroni corrected $\alpha=0.00068$ having considered 74 language variables). Note that if we further remove linguistic variables that exhibit little variance using a higher threshold (standard deviation $\leq 1$ ), the rise in tentative score with career stage remains significant even after Bonferroni correction (see Supplementary Material 1). The tentative score measures use of words such as "maybe", "perhaps", or "guess".

## Discussion

Representation of women continues to lag in many scientific disciplines, with women particularly underrepresented among senior academic scientists (Council of Canadian Academies 2012). A report by the Council of Canadian Academies (2012) concluded that "...time alone will probably not be enough to balance the proportion of women and men at the highest levels of academia" (p. 53). The challenges that stymie career progress for women in STEM are multifaceted (Shen 2013) and include biases that diminish evaluations of women's scientific work. We sought to determine whether grant funding differed by gender in Canada and whether language choice in scientific writing was correlated with gender, hypothesizing that men and women may differ in the tone of their word use (e.g., using words that are less authoritative in tone). If so, then biases could be triggered by reading scientific texts, even if the gender of the writer is not known. If such gendered word use could be detected, then scientists and reviewers might gain from the knowledge of how texts differ by gender and how they might be read. These questions are timely, as reflected by NSERC's current Equity, Diversity, and Inclusivity initiatives to address issues of equal representation in STEM and increase the social relevance and impact of research (Holmes and NSERC 2018). Below we summarize our main results in light of the questions posed in the introduction.

## Gender and career stage are associated with NSERC award value

Our results show the effect of gender on award value in 2016 was marginally significant once we accounted for career stage and selection committee, with women at the same career stage awarded $\sim 5 \%$ smaller research grants than men (\$1756 less, Table 3, based on inferred gender). Career stage had a significant effect on funding amount (see Results), with researchers awarded an average of $\$ 386$ more for every additional year since they first held an award (see also NSERC report 2016). Previous studies have also reported gender differences in STEM grant success rates (Bornmann et al. 2007) and funding amounts (Head et al. 2013).

We also found the success rate of the ECRs was significantly higher for men than women (Fig. 1), using NSERC's definition of ECRs as within three years of their first academic appointment and based on the aggregated data supplied by NSERC (personal communication, 2018). Indeed, ECRs were significantly more likely to have their grant rejected if they were a woman ( $40.4 \%$ rejection rate) than
if they were a man (33.0\%) over the 2012-2018 award cycles (Table 2; Fig. 1). Given evidence that grant rejection at this early stage can have a substantial negative impact on future participation in funding competitions (Bol et al. 2018), the detected inequality in success rates poses a potentially important obstacle in women's academic careers.

Determining the extent to which bias plays a role in the evaluation of research excellence at this early stage and the impact of grant rejection on reapplication rates for women should be a major research priority. We thus recommend that NSERC investigate the causes behind the large discrepancy in funding success between early-career men and women and institute policies that correct for any biases that may exist in the assessment of grants. Initiatives that prioritize efforts at early-career stagesespecially those in underrepresented groups, including women-are particularly valuable, assisting the next generation of academics in getting their start.

## Gender differences in language use were not detected within NSERC public summaries

Contrary to our expectation that scientific writing might be gendered, we found that public summaries of awarded grants did not differ substantially in language use between male and female academics, as measured using the LIWC program. While a small and significant difference could be detected between male and female authors (Fig. 2), there was little to no ability to predict gender based on language use, according to either a random-forest classifier or a linear discriminant analysis. It has been previously demonstrated that as writing becomes more technical, gendered language differences diminish (Francis et al. 2001; Yavari and Kashani 2013). Our results similarly indicate little difference between male and female awardees in linguistic word use in formal scientific writing, at least as captured within NSERC public summaries (Fig. 2). This suggests that word choice in successfully funded grant applications is unlikely to trigger gender biases.

The most distinguishing variable was "conjunction", which explained about $15 \%$ of the variation ascribed to gender. One possible explanation is a difference in narrative style between men and women. Conjunctions function to join multiple thoughts together and are important for creating a coherent narrative in writing (Graesser et al. 2004). Scientists are increasingly incorporating elements of narrative style in their writing, which has been associated with articles published in higher-impact journals (Hillier et al. 2016), a factor that may be related to increased funding success according to NSERC's evaluation criteria (NSERC 2018). We found a significant difference in conjunction scores between men and women, with women scoring higher on average, demonstrating an aspect of language where gender differences exist.

## NSERC award value or career stage were poorly predicted by language variables

We then examined whether award value could be predicted by differences in language use. For example, if certain styles of writing are associated with publications in higher-impact journals (Hillier et al. 2016), those styles also may be favoured by grant proposal reviewers. However, our random-forest analysis indicated that language use had little power to predict award value, with career stage being the most important predictor variable. This finding is consistent with the results of our linear mixed-effects model of the 2016 DG data, where we found a significant and positive relationship between time since first NSERC DG and award value, which may reflect increasing experience gained over the course of a career.

The language variable that explained the most variation in scaled award value in our model was "total pronouns", including all personal and impersonal pronouns. First- and second-person pronouns are
associated with the active voice. As mentioned, narrative writing styles using the active voice have been associated with publications in higher-impact journals (Hillier et al. 2016), which could affect grant evaluation and subsequent award value. While award level rose with total pronoun score, the relationship was nonsignificant following Bonferroni correction.

Finally, we sought to investigate whether language use differed among researchers at different career stages. Career stage was poorly predicted by language variables. Instead, one of the covariates-the "Genes, Cells, and Molecules" selection committee-was the most important predictor variable, with more awardees inferred to be receiving a grant for the first time in 2016 ( $47 \%$ versus $36 \%$, averaged across all selection committees). The language variable that explained the most variation in model performance was "tentative", although the result was only marginally significant after Bonferroni correction. Tentative language tended to increase with career stage, which may reflect more cautious language use with respect to the proposed research and (or) an increased attention to gaps in the state of the field.

## Strengths and limitations of our study

Although our predictive modelling framework found that linguistic variables were poor predictors of gender or grant value, we have no reason to believe our results are an artifact of the model training and tuning process. We up-sampled women in our classification training model to avoid biases in the model training process and performed multiple rounds of cross-validation without resampling to reduce variability and optimize model performance. We also have no reason to believe word count of analyzed public summaries ( $n=1959$ ) was too low (average of 384 words) to detect gender differences in writing, because machine-learning techniques have been able to detect gender differences in writing using emails with a mean word count of 116 using a training sample size of $n=1000$ (Cheng et al. 2011).

Nevertheless, gendered language differences may still exist within STEM fields in other sections of written grant proposals, funded versus unfunded grants proposals, informal writing (e.g., email), at earlier career stages (e.g., graduate school or post-doctoral fellowships), or when evaluating aspects other than word use such as sentence structure and content. Thus, language use may still affect funding success beyond the scope of our analyses.

In particular, the public summaries that we analysed may have a more formulaic style, reducing gender differences in language use. A linguistic analysis of full grant proposals or the section "Most Important Contributions", which describes past research accomplishments, might reveal more differences than are apparent in the public summaries (e.g., in personal pronoun use, emotional tone, clout), although neither are publicly available. Additionally, as unfunded grants are not included on NSERC's public database, we could not analyze whether word use differed by gender and funding outcome (funded or unfunded) and could not determine the impact of a grant rejection on the proportion of men and women who re-apply. Future studies incorporating different types of writing, different academic career stages, and different success outcomes (e.g., funded vs. unfunded) would provide a more complete picture of the interaction between gender, career stage, and language use on research funding.

## Conclusions

The current underrepresentation of women in senior scientific positions will not be solved without proactive policies (Holman et al. 2018; Grogan 2019). Pursuing potential factors driving biases (e.g., explicit, implicit, structural) that diminish evaluations of women's scientific work is necessary to achieve equity. We identified a significant gender difference in success rates among ECRs using aggregated data provided directly by NSERC, with women remaining unfunded by a factor of 1.225
more than men ( $40.4 \%$ vs. $33.0 \%$ rejection rate, respectively). This early-career gender disparity is a potentially important obstacle impeding the research progress of female scientists and should be investigated.

We also examined whether language choice in scientific writing varied in predictable ways according to gender, hypothesizing that male and female academics may differ in aspects of their word use. Our predictive modelling framework found little evidence of distinct writing styles, tones, or word use separating male and female academics in the 2016 funded DG cohort. Our classification model did identify a minor difference in conjunction use as language variable that distinguished men and women's writing, with women having a slightly higher conjunction score on average ( 6.42 vs. 6.00 ).

Our study is, however, correlative, and we cannot determine the causes of the detected gender differences in award success and award amount. For example, we cannot distinguish implicit or explicit biases during the review process from differences in measures of scientific productivity. Further research that identifies and draws direct links between funding barriers and funding outcomes will strengthen equity, diversity, and inclusivity initiatives, thereby reducing obstacles facing the progress of underrepresented groups as they proceed through tenure-track career stages.
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